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One of the most common systems in non-automated warehouses, is drive-in pallet racking with a shared storage policy (which is usually based on the duration-of-stay). Such scheme targets towards an efficient use of storage space, since its operation costs are directly related to the size and layout of the warehouse. In this paper, two mathematical programming models and two greedy-randomised based heuristics for finding (nearly) optimal storage and retrieval operation sequences for this type of storage system are proposed. The computational effectiveness of the proposed approaches is measured by considering two sets of synthetic instances. The obtained results show that the proposed heuristics are not only able to compute high-quality solutions (as observed when being compared with the optimal solutions attained by the mathematical programming models), but it is also capable of providing solutions in very short running times even for large instances for which the mathematical programming model failed to find feasible solutions. At the light of these results, the best heuristic is also tested using a rolling-horizon planning strategy in a real-world case study, obtained from a Chilean company. It turns out that the attained results are more effective than the company’s current storage policy.
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1. Introduction

Warehouses play a central role throughout many, if not all, of the supply chains (see, e.g. Roodbergen, Vis, and Taylor 2015; de Koster, Johnson, and Roy 2017). In this setting, storage processes have a direct impact on direct variable costs, calling for efficient management systems in order to gain advantage in a highly competitive global environment (see Gu, Goetschalckx, and McGinnis 2007). Moreover, an effective storage management also improves delivery times and reliability, which has been recognised, over the last two decades, as a key performance driver (see, e.g. Gray, Karmarkar, and Seidmann 1992). From an economic point of view, storage and warehousing services account for approximately 15% of total logistics costs in developed countries such as Germany (Handfield et al. 2013).

In this regard, an efficient assignment and retrieval of orders, is fundamental for reducing logistic expenses (van den Berg and Zijm 1999; Staudt et al. 2015). Assignment and retrieval processes can be improved by using different decision-making tools (see, e.g. Cormier and Gunn 1992; de Koster, Le-Duc, and Roodbergen 2007; Gu, Goetschalckx, and McGinnis 2007; Manzini, Bozer, and Heragu 2015, and the references therein). A key aspect that must be considered, prior to applying an optimisation tool or methodology, is the definition of the storage system. Currently, storage systems fall into two main groups, conventional and compact systems.

In a conventional (known as 2-dimensional or 2D) automated system, unit loads are stored in single-deep racks by an automatic storage/retrieval (S/R) machine operating in the aisles between the racks (see Roodbergen and Vis 2009, for further details on S/R systems). The advantages of this system include labour-cost savings, increased reliability and reduced error rates. Its main disadvantages are the high initial investment, the difficulty of changing system design, and the large amount of space occupied by the aisles. Recent research regarding conventional S/R automated systems (AS/RS), has considered design decisions (Bortolini et al. 2015), storage location assignment and sequencing for multi-aisle layout (Gagliardi, Renaud, and Ruiz 2015; Yang et al. 2015, 2017; Zou et al. 2016), travel-time optimisation models (Lerher et al. 2010; Xu et al. 2015; Lerher 2016), and Dwell-point location (Hale et al. 2015).

One of the technological alternatives to conventional storage systems is the so-called compact storage system, also known as 3-dimensional or 3D. These have become increasingly popular for storing products because they provide a solution to the space and storage density problems (Hu et al. 2005). Such benefit is possible due to the compaction of multi-deep
racks, which results in rack layouts with less aisles. There are two ways to operate in this type of systems; either manually with forklifts, or using an automated alternative. The most common form of automation is an S/R machine, which handles the rack’s horizontal and vertical movement, in conjunction with an orthogonal transport mechanism (satellite machine and/or pallet shuttle) that handles depth movements. In this system, the satellite connected to the S/R machine moves within a lane to store or retrieve the unit loads, while the S/R machine waits at the front of the lane until the satellite machine returns (the reader is referred to Zaerpour, Yu, and de Koster 2015, for a detailed description of the system). Please note that in the remainder of this paper, unit loads will be also referred to as pallets, since these are the most common unit loads in the application context considered in this paper. In Section 2 a comprehensive literature review regarding compact storage systems is presented.

In relation to the advantages and disadvantages of each method, and whether or when it is preferable to use automated systems rather than manual systems, it is possible to state the following: in large manufacturing companies, it is preferable to use conventional automated systems or compact automated systems because the daily picked volume is larger. Which of these two is chosen, hinges directly on the importance given to storage space. In smaller companies, where the daily picked volume is lower, and there is less investment capital available, the use of manual systems is common. The latter case is true, mainly, in logistics distribution centres where large warehouses are being replaced by more and smaller warehouses. This strategy aims at improving the geographical distribution of the logistical network and achieving economies of scale (de Koster, Le-Duc, and Roodbergen 2007). Some current estimates suggest that up to 80% of warehouses perform their order-picking operations manually (Grosse, Glock, and Neumann 2017).

**Compact drive-in storage systems** This is a system comprising a set of shelves that form interior loading lanes, with support rails for the pallets. To perform the storage and retrieval processes, the forklift must enter the lanes at the front of the rack; this method is known as drive-in pallet racking and it is described in Figure 1. Given this situation, pallet recovery is not a straightforward process as reshuffles are typically required. Reshuffling is defined as the process of removing the unit loads blocking the exit of a unit load that needs to be retrieved (Pazour and Carlo 2015). This system is widely used in both, refrigeration and freezing cold stores, where there is a need to make the best possible use of the temperature-controlled storage space.

In the pallet storage process, it is necessary to ensure that there are no empty spaces between stored pallets in order to maximise space utilisation. In the retrieval process, the operator shall seek for the minimum number of reshuffles. Note that a pallet is reshuffled when it is (i) at the same row, (ii) lower or equal tier, and (iii) greater depth, with respect to the pallet to be retrieved. According to this situation, the access to a pallet is hindered not only by the pallets that are in front of the unit load that needs to be retrieved, but also by the pallets that are stored at lower tiers of the same row. This happens because the forklift must always enter at the first tier and raise the fork to gain access to higher tiers. This procedure is clearly different when compared to automated compact systems, where the lower tiers do not influence the retrieval process, due to the incorporation of a transport mechanism for in-depth movements. The problem of finding the storage and retrieval operations with the minimum number of reshuffles will be denoted as optimal Drive-in pallet racking problem (DIPR).

Evidently, bottlenecks are the main problem caused by inefficient storage assignments, as the truck loading process is slowed by the retrievals. The most widely used key performance indicators (KPIs) to measure and control these inefficiencies are order-picking accuracy, order fill-rate, rate of return, and total recovery time. It is important to note that the latter KPI, stands as an indicator that relates the other measures; hence, achieving total recovery times ensures an overall good performance of the system. When a truck arrives at the company for picking up products, fast retrieval of customer orders reduces the truck’s waiting time. This means that the truck is more likely to be loaded within its expected arrival and departure timeframe. Furthermore, a possible reduction in each truck’s waiting time makes possible to serve more trucks during a shift, thereby increasing the overall performance and utilisation of the system.

Another relevant aspect in frozen food supply chain is the energy efficiency of the storage process, and how it impacts when analyzing the sustainability performance of the whole chain (see Yakovleva, Sarkis, and Sloan 2012). In this context, and complementing the arguments presented above, rapid order retrieval minimises open door times, allowing temperature control and minimising energy costs. Moreover, it also reduces the risk of loss of quality as the foodstuff, as the cold chain is better preserved, enhancing the efficiency of the whole production and supply chain. This situation shows that an efficient operation in the storage and warehousing processes is crucial for a cost effective supply chain operation and also for an adequate procurement of quality standards. Therefore, developing tools for optimising storage and the retrieval operations appears as a fundamental task for improving the supply chain competitiveness. Such tools are particularly relevant for the case of DIRP systems, where the human factor plays an important role in their performance.

In order to understand the context in which this work took place developed, and the performance gaps, please take into account that according to the data gathered in field studies at the considered company, the current operation is characterised by the following indicators: (i) reshuffling a pallet takes, in average, one minute; (ii) over 50% of the trucks to be loaded require pallet reshuffling; (iii) in some cases, pallet retrieval can take up to two hours due inefficient storage assignment;
(iv) of the total time recorded, 29% was spent on pallet reshufflings (although in one observation this proportion rose up to 63.7%). Bear in mind that the number of loadings and unloadings depends on the size of the company and the business model (storage or production-storage). Nonetheless, the operations carried out by the company under study are standard for companies in the industry, so the observed data is a good approximation for the sector.

Contribution and paper outline
The main goal of this work is to develop a decision aid tool for improving the performance of the storage and retrieval operations in a temperature controlled warehouse for food storage. The operational objective corresponds to the reduction of movements in the warehouses because when the movements increase, the probability of damage a pallet is bigger. Moreover, each movement generates a loss of energy (cold chain) since in each movement, the pallets are taken out of the warehouse, increasing the temperature of both the warehouse and the pallet. Therefore, the contribution of this paper is the development of a novel optimisation tool, based on mathematical models and ad-hoc algorithms, for optimising sequencing operations in drive-in pallet racking systems, characterised by a shared storage policy based on duration-of-stay. The optimisation tool relies on a mathematical representation of the storage and retrieval operation, that captures the dynamic interaction between the storage and retrieval/reshuffle processes. To the best of our knowledge, this is the first attempt for developing a computational system for aiding the operation of this type of storage systems. As a matter of fact, the closest examples in the literature correspond to optimisation tools for compact storage systems with some level of automation for vertical, horizontal and orthogonal movements (see, e.g. Mirzaei, de Koster, and Zaerpour 2017; Yu et al. 2017; Zaerpour, Yu, and de Koster 2015).

The proposed optimisation tool is comprised by two novel integer programming (IP) formulations and a greedy-randomised heuristic (GR), which is improved in a Greedy randomised adaptive search procedure (aka GRASP). By means of comparing the solutions attained by the heuristics with those obtained by the IP models (for which a certificate of quality is available, i.e. the primal/dual gap), the effectiveness of the heuristics is measured. Computational results show that the GR algorithm is capable of providing excellent solutions within short running times in the case of random instances. Moreover, the GR and GRASP are able to deliver solutions, using a rolling-horizon scheme, for real-life instances, even in cases where...
the IP-based approaches fail to compute feasible solutions within one hour. From a managerial point of view, the obtained results show that the proposed GRASP provides solutions that outperform the company’s current storage policy.

The remainder of the paper is organised as follows. In Section 2 a literature review is presented. The proposed IP models, as well as the GR-based algorithms for the DIPR, are presented in Section 3. In Section 4, computational results on random instances are reported. In Section 5, the case study is presented and the corresponding results are discussed. Lastly, conclusions and paths for future work are drawn in Section 6.

2. Literature review

Order retrieval in storage processes is currently a growing scientific field, due to the interest of warehouses and distribution centres in minimising costs and improving productivity. This process of product retrieval from storage areas is one of their most labour-intensive and cost-intensive operations (Tompkins et al. 2010). Within this context, the conventional 2D and 3D storage system is a valuable alternative for reducing retrieval costs because access to the unit loads is direct. This is possible because the system consists of a set of single-deep or double-deep shelves separated by lanes that occupy a significant percentage of the surface.

The increase of population, as well as the rise of real estate costs near urban areas, have made compact storage systems increasingly popular. In this type of system there are two levels of decision-making: warehouse design (tactical) and planning (operational). The tactical decisions are closely associated with the selection and optimisation of the storage system. The primary objective is to maximise performance and storage capacity. The operational decisions focus on operational planning and control. Some of the objectives are to minimise waiting times, response times and resource idle time. Table 1 shows the most important studies relating to multi-deep compact storage systems (for further details regarding the classifications and features of the storage systems, see Azadeh, de Koster, and Roy 2017).

As Table 1 shows, the previous papers only studied automated compact systems, and none considered manually operated systems, which are highly employed in practice (see, e.g. Altarazi and Ammouri 2018 for a recent example of a manual-operated warehouse design approach, where the importance of manual-operated storage systems is highlighted).
For comparison purposes, our study, which addresses the compact drive-in storage system with an exact and heuristic approach, appears at the end of the table.

From an operative point of view, drive-in pallet racking is quite similar to container handling models. In the case of container handling, when a cargo ship arrives at the port, the containers must be first unloaded and stacked in a marine terminal with the aim of minimising movements during their retrieval and subsequent loading onto the ship. Based on this problem, Yang and Kim (2006) developed a genetic algorithm to minimise container reshuffling. Wan, Liu, and Tsai (2009) proposed the first ILP formulation that minimises the number of export containers reshuffles for the static problem of emptying a stack in which new arrivals are not considered. Park et al. (2011) proposed a simple heuristic with weighted decision criteria for the stacking of containers at an automated terminal, while Caserta, Schwarz, and Voß (2012) studied the relocation problem using an ILP model for a 2-dimensional stacking area in a multi-period environment. The authors in Ghareghozi et al. (2014) developed a decision-tree heuristic for a shared stacking policy with the aim of minimising the number of reshuffles.

A crucial issue in S/R systems, both autonomous and manual, corresponds to time models that analytically allow to approximate time performance of storage systems (time travel and S/R operations). The authors in Bozer and White (1984), develop one of the first travel-time models for a basic AS/RS systems. Recent examples on modern storage systems can be found in Lerher (2018), where analytical travel-time models for aisle changing shuttle carriers in autonomous vehicle S/R system are proposed, and in Xu et al. (2019), where the authors propose a travel-time model for a 3D AS/RS system combining conveyors with a crane for depth and horizontal/vertical transportation, respectively. In our setting, S/R operation times are surrogated by reshuffling operations and, therefore, by minimising reshuffles, we minimise the total S/R operation time.

Similarly, storage volume assignment is another relevant issue in the operation of warehouses. One of the earliest references on this topic corresponds to Hausman, Schwarz, and Graves (1976), where the storage area assigned to a product depends on its average inventory level, although back-up spaces are reserved for storing the product’s maximum inventory. More recently, in Yu and de Koster (2013), the authors present a volume-based dedicated storage policy, similar to the one presented in Hausman, Schwarz, and Graves (1976), and compare it with the ABC-class-based storage policy, showing that the former is not only more practical than the later, but also more efficient. Furthermore, current managerial challenges, as e-commerce, have also been addressed; for instance, new storage volume management strategies, specially devised for an e-commerce warehouse operation, characterised by very large number of small sized manually operated orders and returns, are proposed in Bahrami, Aghezzaf, and Limère (2019) and Calzavara et al. (2019). As it will be shown in detail in the next section, our model does not explicitly include storage volume assignment; nonetheless, it could be included by an-hoc adaptation of the model.

3. Optimisation models and algorithms for DIPR

This section presents a modelling and algorithmic approach for solving the practical problem described above. Subsection 3.1 presents common notation and definitions of the proposed formulations. Subsections 3.2 and 3.3 respectively present the two ILP models proposed in this paper, which are referred to as ILP1 and ILP2, respectively. Lastly, Subsection 3.4 presents a randomised heuristic for the solving the problem under study.

3.1. Problem statement, notation and basic definitions

In order to present the problem statement, consider the small rack shown in Figure 2, comprised by a tri-tier three-deep row and a drive-in operation scheme. There are six pallets, each represented by a square. For modelling purposes, let a stage be an event in the planning horizon, there are retrieval stages and storage stages. Therefore, a stage is not a time unit nor it is measured by a time unit, but rather it is a retrieval or storage action. In the problem we are considering, pallets were stored using the FIFO management technique, therefore their retrieval stage is in the ascending order of their ranking numbers (which is shown in the squared tags); e.g. the pallet with the tag corresponding to 5 means that this is the pallet that this is the 5th pallet to be retrieved. Figure 2 shows the rack emptying sequence. In the first stage (rack on the left), retrieval of pallet 1 does not generate any reshuffles. However, for retrieving pallet 2 (rack in the middle) it is necessary to reshuffle pallets 3, 5 and 6. After the retrieval of pallet 2, one can observe that no reshuffling is needed for retrieving the remaining pallets in the later stages. Hence, as the forklift must always enter at the first tier and raise the fork in order to access to a higher tier, retrieving a pallet is constrained by the pallets that are in front of the unit load that needs to be retrieved, and also by those that are stored at lower tiers of the same row, i.e. reshuffles are required. However, reshuffles are undesired as they typically induce load damages, problems in the preservation of the cold chain, time inefficiencies and other operational issues; therefore, the drive-in pallet racking problem (DIPR) can be stated as the problem of finding the storage and retrieval
operations of a single forklift with the minimum number of reshuffles given an initial rack configuration, and a set of pallet arrivals (i.e. pallets must be stored) and pallet departures (i.e. pallets that must be retrieved).

The optimisation goal embodied by the DIPR can be achieved if during the retrieval process, the pallets that are blocking the exit of others are reshuffled to the best locations. However, resulting optimisation problem is quite complex because of the tremendous number of configuration and the temporal dependency among them. The reader should know that, until now, there has not been any explicit optimisation study capturing the dynamic interaction of pallets in a compact drive-in storage system.

The sets and parameters that are used in the problem definition are the following:

- $S$ Set of storage and retrieval stages.
- $I$ Set of pallets.
- $B$ Set of rows.
- $T$ Set of tiers.
- $P$ Set of depths.
- $A_{is} \in \{0, 1\}$ \( i \) if pallet \( i \) arrives at stage \( s \) \( S \), 0 otherwise.
- $D_{is} \in \{0, 1\}$ \( i \) if pallet \( i \) departs at stage \( s \) \( S \), 0 otherwise.
- $X_{ibtp} \in \{0, 1\}$ location \((b, t, p)\) of pallet \( i \) in the initial configuration, \( b \in B, t \in T, p \in P \).

For ease of understanding of the mathematical models, the definition of some auxiliar sets \( \Phi_1 \), \( \Phi_2 \) and \( \Omega \) are required for modelling the combinatorial nature of the storage and retrieval operations in the three-dimensional configuration. In order to improve the readability of the model, let function \( \text{range}(\cdot, \cdot) \) be such that \( \text{range}(A_{is}, D_{is}) \) returns a subset \( I \subseteq S \) which considers the stages between arrival and departure of a pallet \( i \). The definition of \( \Phi_1 \), \( \Phi_2 \) and \( \Omega \) is given by

- \( \Phi_1 \) \( \{ (s, j, i) \mid s \in \text{range}(A_{is}, D_{is}), j \in I, i \in I : D_{is} = 1 \wedge i \neq j \} \).
- \( \Phi_2 \) \( \{ (s, i, k) \mid s \in \text{range}(A_{is}, D_{is}) \cap \text{range}(A_{ik}, D_{ik}), i \in I, k \in I : i \neq k \} \).
- \( \Omega \) \( \{ (s, i, b, t, p) \mid s \in \text{range}(A_{is}, D_{is}), i \in I, b \in B, t \in T, p \in P \} \).

Therefore, for a given triplet \((s, j, i)\), the subset \( \Phi_1 \) corresponds to the stages where the pallets \( i \in I \) stay in the warehouse and the pallet \( j \in I \) is departed. From a structural point of view, the following decision variables are used:

- \( x'_{ibtp} \in \{0, 1\} \) it takes value 1, if pallet \( i \in I \) is at location \((b, t, p)\) at stage \( s \in S \), and 0 otherwise, with \( b \in B, t \in T, p \in P \).
- \( y^j_{pi} \in \{0, 1\} \) it takes value 1, if pallet \( i \) is reshuffled in the retrieval of \( j \) at stage \( s \), and 0 otherwise, with \((s, j, i) \in \Phi_1 \).

Along with the elements presented above, and the overview of the literature presented in Section 2, there are additional assumptions and consideration that shall be taken into account in the following. For instance, no uncertainty of the input parameters (e.g. pallet location, pallet arrival or pallet departures) is assumed. Furthermore, the decision context considered in this paper assumes that the tasks are performed by a single forklift; nonetheless, as it will be explained below, a situation with multiple forklifts can be modelled by the proposed formulations through an ad-hoc adaptation.

### 3.2. An optimisation model for DIPR

Following the notation presented before, the ILP formulation is presented next. Note that ILP1 is a generalisation of the formulation presented in Wan, Liu, and Tsai (2009). In this formulation, reshuffles are restricted only to those unit loads that
are blocking the exit of the unit load that needs to be retrieved; this is why this model is also referred to as the restricted model.

In addition to the decision variables presented in previous subsection, the following variables are also required.

\[ u^i_{ji} \in \{0, 1\} \quad \text{it takes value 1, if the row index of pallet } i \text{ is no less than that of pallet } j \text{ at stage } s, \text{ and 0 otherwise, } (s,j,i) \in \Phi_1. \]

\[ v^i_{ji} \in \{0, 1\} \quad \text{it takes value 1, if the row index of pallet } i \text{ is no greater than that of pallet } j \text{ at stage } s, \text{ and 0 otherwise, } (s,j,i) \in \Phi_1. \]

\[ z^i_{ji} \in \{0, 1\} \quad \text{it takes value 1, if pallets } i \text{ and } j \text{ are at the same row at stage } s, \text{ and 0 otherwise, } (s,j,i) \in \Phi_1. \]

\[ w^i_{ji} \in \{0, 1\} \quad \text{it takes value 1, if the tier index of pallet } i \text{ is no greater than that of pallet } j \text{ at stage } s, \text{ and 0 otherwise, } (s,j,i) \in \Phi_1. \]

\[ l^i_{ji} \in \{0, 1\} \quad \text{it takes value 1, if pallet } i \text{ is at the same row and the tier index is no greater than that of pallet } j \text{ at stage } s, \text{ and 0 otherwise, } (s,j,i) \in \Phi_1. \]

The objective function of ILP1 seeks for the minimisation of the number of reshauffles over the planning horizon and it is encoded by

\[ \min Z_1 = \sum_{(s,j,i) \in \Phi_1} y^i_{ji} \]

The constraint set presented below, (2)–(7), characterises the storage conditions. In this sense, constraints (2)–(3) ensure the duration-of-stay. Constraint (4) ensures that at most one pallet is stored in one location, while (5) ensures that there are no empty locations between stored pallets. Because the forklift enters the rack on the first tier, constraint (6) ensures that storage at a location is permitted by the lower tiers of a row.

\[ \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} x^i_{btp} = 1, \quad \forall i \in I, A_{is} \leq s \leq D_{is} \quad (2) \]

\[ \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} x^i_{btp} = 0, \quad \forall i \in I, s \in [1, A_{is}) \cup s \in (D_{is}, S] \quad (3) \]

\[ \sum_{i \in I} x^i_{btp} \leq 1, \quad \forall s \in S, b \in B, t \in T, p \in P \quad (4) \]

\[ \sum_{i \in I} x^i_{btp} \leq \sum_{i \in I} x^i_{btp-1}, \quad \forall s \in S, b \in B, t \in T, 2 \leq p \leq P \quad (5) \]

\[ \sum_{i \in I} \sum_{p \in P} x^i_{btp} \leq \sum_{i \in I} \sum_{p \in P} x^i_{btp'} + 1, \quad \forall s \in S, b \in B, (t, t') \in T, t < t' \quad (6) \]

Similarly, the set of constraints presented below encodes the requirements of the retrieval and reshuffle operations. More precisely, the constraint set (7)–(11) determines whether the pallet \( i \) and the pallet to be retrieved \( j \) are in the same row in stage \( s \), while the pair (12)–(13) determine whether pallet \( i \) is at a tier not higher than \( j \) in stage \( s \). Likewise, constraints (14)–(16) account for the linearisation of quadratic factors. Moreover, these constraints also ensure that if \( i \) and \( j \) are in the same row, \( i \) is in a tier not higher than the tier of \( j \), in stage \( s \), then it holds that \( l^i_{ji} = 1 \). The reshauffles resulting from the retrieval of \( j \) are modelled by (17)–(19). If the depth of \( i \) is greater than the one of \( j \), then (18) forces \( y^i_{ji} = 1 \), and (19) is redundant. On the contrary, if the depth of \( i \) is less than the one of \( j \), then (19) forces \( y^i_{ji} = 0 \), and (18) is redundant.

\[ |B| u^i_{ji} \geq \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp} - \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp'}, + 1, \quad \forall (s,j,i) \in \Phi_1 \quad (7) \]

\[ |B| u^i_{ji} - |B| \leq \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp} - \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp'}, \quad \forall (s,j,i) \in \Phi_1 \quad (8) \]

\[ |B| v^i_{ji} \geq \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp} - \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp'}, + 1, \quad \forall (s,j,i) \in \Phi_1 \quad (9) \]

\[ |B| v^i_{ji} - |B| \leq \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp} - \sum_{b \in B} \sum_{t \in T} \sum_{p \in P} b x^i_{btp'}, \quad \forall (s,j,i) \in \Phi_1 \quad (10) \]

\[ z^i_{ji} = u^i_{ji} + v^i_{ji} - 1, \quad \forall (s,j,i) \in \Phi_1 \quad (11) \]
by location
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Finally, the nature of the decision variables is imposed by

\[ |T| w^x_{ji} - |T| = \sum_{b \in B} \sum_{i \in I} \sum_{p \in P} t^x_{ji} - \sum_{b \in B} \sum_{i \in I} \sum_{p \in P} t^x_{ji}, \quad \forall \langle s, j, i \rangle \in \Phi_1 \]  

(13)

\[ l^x_{ji} - w^x_{ji} \leq 0, \quad \forall \langle s, j, i \rangle \in \Phi_1 \]  

(14)

\[ l^x_{ji} - w^x_{ji} \leq 0, \quad \forall \langle s, j, i \rangle \in \Phi_1 \]  

(15)

\[ l^x_{ji} - w^x_{ji} - w^x_{ji} \geq -1, \quad \forall \langle s, j, i \rangle \in \Phi_1 \]  

(16)

\[ y^x_{ji} \leq l^x_{ji}, \quad \forall \langle s, j, i \rangle \in \Phi_1 \]  

(17)

\[ y^x_{ji} \geq l^x_{ji} - 1 + \left( \sum_{b \in B} \sum_{i \in I} \sum_{p \in P} p x^x_{ji} - \sum_{b \in B} \sum_{i \in I} \sum_{p \in P} p x^x_{ji} \right) / |P|, \quad \forall \langle s, j, i \rangle \in \Phi_1 \]  

(18)

\[ \left( \sum_{b \in B} \sum_{i \in I} \sum_{p \in P} p x^x_{ji} - \sum_{b \in B} \sum_{i \in I} \sum_{p \in P} p x^x_{ji} + 1 \right) / |P| \leq 1 - y^x_{ji}, \quad \forall \langle s, j, i \rangle \in \Phi_1 \]  

(19)

The following constraints, (20)–(21) are the so-called precedence constraints, and they ensure that the pallets that were not reshuffled retain their positions in the next stage (otherwise, these restrictions are redundant).

\[ x^x_{ji} - x^x_{ji} \geq \sum_{j \in J: j \neq i} -y^x_{ji}, \quad \forall \langle s, i, b, t, p \rangle \in \Omega \]  

(20)

\[ x^x_{ji} - x^x_{ji} \geq \sum_{j \in J: j \neq i} -y^x_{ji}, \quad \forall \langle s, i, b, t, p \rangle \in \Omega. \]  

(21)

Additionally, constraints

\[ x^0_{ji} = X_{ji}, \quad \forall i \in I, \ b \in B, \ t \in T, \ p \in P, \]  

(22)

are the inventory constraints and associate the initial configuration of the warehouse (which is an input parameter) with the corresponding decision variables. Finally, the nature of the decision variables is imposed by

\[ x^0_{ji} \in \{0, 1\}, \quad \forall s \in S, \ i \in I, \ b \in B, \ t \in T, \ p \in P \]  

(23)

\[ u^x_{ji}, v^x_{ji}, x^x_{ji}, w^x_{ji}, l^x_{ji}, y^x_{ji} \in \{0, 1\}, \quad \forall \langle s, j, i \rangle \in \Phi_1. \]  

(24)

The complexity nature of the DIPR is characterised by the following result.

**Proposition 1** The DIPR is NP-Hard

The correctness of the result follows from the fact that the Container Stacking Problem is equivalent to the DIPR when \( T = 1 \); since the CSP is NP-hard, as shown in Avriel, Penn, and Shpirer (2000), then the DIPR is NP-Hard as well.

### 3.3. A generalised optimisation model for multiple storage systems

In this section an additional ILP model is presented which will be referred to as ILP2. Two clear differences are established with respect to ILP1. First, consider \( \Psi^T_{ji} \in \{0, 1\} \), a parameter that takes value 1 when the access to location \((t, p)\) is blocked by location \((t', p')\). This new parameter provides flexibility so that the model can be adapted to multiple storage systems. Second, the problem is formulated using a pre-marshalling strategy. The pre-marshalling problem (which is described in Lee and Hsu 2007; Lee and Chao 2009; Bortfeldt and Forster 2012; Wang, Jin, and Lim 2015) is the problem associated to the repositioning of unit loads so that none or few reshuffles are needed when unit loads are loaded. In this way, the proposed
new formulation assumes that during retrieval stages unit loads stored in any rack location can be reshuffled (unrestricted model).

For the formulation ILP2, the following decision variables are required:

\[ \varphi_{sk} \in \{0, 1\} \quad \text{it takes value 1, if pallet } k \text{ is reshuffled in the reshuffle of } i \text{ at stage } s, \text{ and 0 otherwise, } \langle s, i, k \rangle \in \Phi_2. \]

Considering the variables presented above, the constraints required for modelling the conditions of retrieval and reshuffle operations are given by

\[ y_{ji}^s - \frac{y_{jk}^p}{\mathbf{r}_{fp}} \left( x_{ibtp}^{sk} + x_{kbtp}^{sp} \right) \geq -1, \quad \forall \ b \in B, \langle s, j, i \rangle \in \Phi_1, \ (t, t') \in T, \ (p, p') \in P \]

\[ \varphi_{sk}^s - \frac{y_{jk}^p}{\mathbf{r}_{fp}} \left( x_{ibtp}^{sk} + x_{kbtp}^{sp} \right) \geq -2 + \sum_{(s, j, i) \in \Phi_1} y_{ji}^s, \quad \forall \ b \in B, \langle s, i, k \rangle \in \Phi_2, \ (t, t') \in T, \ (p, p') \in P \]

\[ \varphi_{sk}^s \leq y_{jk}^s, \quad \forall \ (s, j, i, k) \in (\Phi_1 \cap \Phi_2). \]

Likewise, constraints

\[ \varphi_{sk}^s \in \{0, 1\}, \quad \forall \ (s, i, k) \in \Phi_2 \]

are required for modelling the nature of the new variable.

Consequently, the ILP2 formulation is given by

\[ Z_2 = \min \left\{ (1) \mid (2)-(6), (20)-(23), (25)-(28) \right\}. \]

Note that \( \Phi_1 \cup A_{is} : A_{is} = 1 \), also allows reshuffling operations in storage stages. The formulation of this such variant is given by

\[ Z_2' = \min \left\{ (2)-(5), (20)-(23), (25)-(28) \right\}. \]

The reader should be aware that solving this variant is out of the scope of this paper, but it should be part of a further research agenda.

Instances of both, ILP1 and ILP2, are tackled by means of an off-the-shelf commercial solver; the resulting computational results are reported and discussed in Section 4.

### 3.4. A greedy randomised algorithm for DIPR

As it will be shown in the following section, the use of an off-the-shelf commercial solver is practical only for instances of limited size (instances with \( B \geq 3 \) are quite challenging from a computational point of view). Therefore, the use of a heuristic approach is mandatory for tackling medium and large instances. In this paper, a greedy randomised (GR) algorithm, devised for finding approximate solutions to the DIPR variant modelled by ILP1, is presented in this section. GR algorithms are among the most effective strategies for solving optimisation problems composed by binary variables (such as the DIPR) and have been applied to a wide range of problems (Resende and Ribeiro 2014).

Initially, the routine described in Algorithm 1 begins by cycling through all of the stages of the planning horizon. In a storage stage, Algorithm 2 ensures that the pallet is placed in a feasible location, while in a retrieval stage the Algorithm 3 identifies and reshuffles the blocking pallets. In this way, Algorithms 2 and 3 construct a step-by-step solution. Once a solution is constructed (encoded by variables \( x_{ibtp}^{sk} \)), the positions are tracked in order to determine the total number of reshuffles (represented by \( Z_3 \)). The details of both algorithms will be presented in the remainder of this section.
Algorithm 1 Greedy Randomised Algorithm

1: $M = \text{MaxIterations}$
2: for $m = 1, ..., M$ do
3:    for $s \in S, i \in I$ do
4:       if $A_{is} = 1$ then
5:          $x_{ibtp}^{s} \leftarrow \text{StorageAlgorithm}(i)$
6:    end if
7:    if $D_{is} = 1$ then
8:       $x_{ibtp}^{s} \leftarrow \text{RetrievalAlgorithm}(i)$
9:    end if
10: end for
11: $Z_{3} \leftarrow \text{ReshuffleCount}\left(x_{ibtp}^{s}\right)$
12: if $Z_{3} < Z_{3}^{*}$ then
13:    $Z_{3}^{*} \leftarrow Z_{3}$
14:    $x_{ibtp}^{*} \leftarrow x_{ibtp}^{s}$
15: end if
16: end for
17: return $Z_{3}^{*}, x_{ibtp}^{*}$

Storage algorithm The first step of the routine described in Algorithm 2 is to identify the set of candidate locations, denoted by $C$. Set $C$ is comprised by all the elements (storage locations) $e$ that can be incorporated into the partial solution being constructed, without destroying its feasibility. A location can be a storage candidate, if it meets conditions presented in Section 1. Once the candidate list has been finalised, the partial cost $c(e)$, of each element, is calculated. As explained before, in this paper, the partial costs are represented by the number of potential reshuffles that would be involved in the storage candidate $e$.

The next step is the creation of a restricted candidate list (RCL). To achieve this, an element $e$ is included in the RCL if its partial cost $c(e)$ falls within the interval $[S_{\text{min}}, S_{\text{min}} + \alpha(S_{\text{max}} - S_{\text{min}})]$, where $S_{\text{min}}$ and $S_{\text{max}}$ are, respectively, the lowest and highest partial cost obtained, while $\alpha$ is a scalar that varies between 0 and 1. If the value of $\alpha$ is 0 there is no randomness in the choice, whereas a value of $\alpha$ equal to 1 means the choice is totally random. Next, the following solution element is randomly chosen from the RCL set.

Algorithm 2 Storage Algorithm

Require: $i$
1: $C \leftarrow \{\emptyset\}$ (Set of candidates)
2: $S \leftarrow \{\emptyset\}$ (Partial cost of candidates)
3: $RCL \leftarrow \{\emptyset\}$ (Restricted candidate list)
4: Initialise set of candidates : $C \leftarrow E$
5: for $e \in C$ do
6:    $S \leftarrow S \cup \{c(e)\}$
7: end for
8: for $e \in C$ do
9:    if $S_{\text{min}} \leq c(e) \leq S_{\text{min}} + \alpha(S_{\text{max}} - S_{\text{min}})$ then
10:       $RCL \leftarrow RCL \cup \{e\}$
11: end if
12: end for
13: $x_{ibtp}^{s} \leftarrow \text{Random}(RCL)$
14: return $x_{ibtp}^{s}$

Retrieval algorithm In retrieving a pallet, Algorithm 3 identifies the set of blocking unit loads $R$. When this set is not empty, the pallets are sorted from highest to the lowest retrieval stage, and then entered one by one as arguments into Algorithm 2. The last step is the retrieval of the incumbent pallet $j$. 
Algorithm 3 Retrieval Algorithm

Require: \( j \)
1: \( R \leftarrow \{ \emptyset \} \) (Set of pallets for reshuffling)
2: Initialise : \( R \leftarrow I \)
3: if \( R \neq \emptyset \) then
4: \( R \leftarrow \text{Sort} (R) \)
5: for \( i \in R \) do
6: \( x_{ibp}^e \leftarrow \text{StorageAlgorithm} (i) \)
7: end for
8: end if
9: \( x_{ibp}^e \leftarrow \text{Retrieval} (j) \)
10: return \( x_{ibp}^e \)

3.5. A reactive GR adaptive search procedure (GRASP)

A natural alternative for boosting Greedy Randomised algorithms is using GRASP. It is a multi-start metaheuristic that allows us to manage the exploration and the exploitation in the space of feasible solutions. This class of algorithms considers two stages. Firstly, in each iteration, it is generated a solution through a Greedy Randomised procedure; and secondly, the solution is polished by applying a local search procedure.

To avoid the manual regulation of \( \alpha \) (the greedy rate) which is associated with the exploration phase of GRASP (GR algorithm), recently was proposed a variant for solving the Container Stacking Problem that controls its values reactively (da Silva, de Abreu, and Times2019). In this approach, the greedy rate is estimated as follow. First of all, it is assigned to \( \alpha \) a value within the interval \([0, 1]\), then, are defined an initial state (E: increment or decrement) and a modification value \( 0 \leq \Delta \leq 1 \). In each iteration of the algorithm, the current solution \( s \) is evaluated in the construction phase. If \( s \) is better than the previous one, \( \alpha \) is modified by the current state E by \( \Delta \). Otherwise, E is updated by the opposite state. In Algorithm 4 is presented the reactive GRASP framework for DIRP.

The local search is based on undoing movements from a stage of a solution by different movements. The substitution of a movement in a visited stage \( s' \), requires reconstructing all the subsequent stages. To generate a neighbour solution first is selected a stage in the constructive solution and then, it is used the GR algorithm to rebuild the solution.

Algorithm 4 Reactive GRASP for solving the DIRP

Require: \( M = \text{Population}, N = \text{Iterations}, \alpha = \text{GreedyRate}, E= \text{increment or decrement}, \Delta = \text{Change} \).
Ensure: best found solution.
1: \( Z^* \leftarrow \infty \)
2: for \( m = 1, \ldots, M \) do
3: \( \alpha \leftarrow \text{GetGreedyRate}(\alpha, E, \Delta) \)
4: \( x_{ibp}^e \leftarrow \text{ConstructionPhase}(\alpha) \)
5: for \( n = 1, \ldots, N \) do
6: \( x_{ibp}^e \leftarrow \text{LocalSearchPhase}\left(x_{ibp}^e, \alpha\right) \)
7: \( Z \leftarrow \text{ReshuffleCount}\left(x_{ibp}^e\right) \)
8: if \( Z < Z^*_2 \) then
9: \( Z^* \leftarrow Z \)
10: \( x_{ibp}^* \leftarrow x_{ibp}^e \)
11: end if
12: end for
13: end for
14: return bestsolution \( \leftarrow Z^*, x_{ibp}^* \)

4. Computational results: synthetic instances

In this section, computational results obtained when solving an instance benchmark comprised by synthetic instances of the DIRP are reported.
Implementation details The ILP models ILP1 and ILP2 were solved using CPLEX 12.6.3 (default setting), while the
GR-based algorithms were implemented in JAVA. Both approaches were run on an Intel Core i7-5820K PC with a 3.30 GHz
CPU and 32 GB RAM. A running time limit of 3600 seconds was set in all cases.

In the first part of the computational analysis, and mainly for comparison purposes, two types of synthetic instances
were used, RANDOM and FIFO, which are described below.

Results on RANDOM instances In these type of instances, the storage stages $A_i$ (pallet arrivals) are generated from a
uniform distribution $U(1, S - 1)$, while the retrieval stages $D_i$ (pallet departures) are generated from a uniform distribution
$U(A_i + 1, S)$ and each arrival considers one pallet. Consider, $B \in \{1, 2, 3, 4, 5\}$, $T \in \{2, 3, 4\}$ and $P \in \{2, 4, 6\}$. Therefore,
there is a total of 45 rack sizes, and for each of them 10 instances are generated for a total of $I = BTP$ pallets. This generation
process follows the procedure presented in Chen, Li, and Gupta (2016). Note that the model supports any probability
distribution for the generation of arrivals and departures. Note that decision-makers also can apply the model for several
simultaneous pallet arrivals; in order to do so it is necessary to modify the corresponding model by replicating variables for
each additional pallet.

Table 2 reports statistics on the number of reshuffles associated to the solutions attained by each of the considered
approaches. In this table, each row is associated with a rack size. Hence, for each strategy the minimum, average and maxi-
mum objective function value, attained when solving the corresponding 10 random instances are reported. For instance, with
a rack size given by 2 rows ($B = 2$), 2 tiers ($T = 2$) and a 6-pallet depth ($P = 6$), one has that $ILP1_{\text{min}} = 4$, meaning that
when comparing the best found solution of each of the 10 instances, the one requiring the least number of reshuffles requires
4 of them. Likewise, the one requiring the most number of reshuffles requires 18 (i.e. $ILP1_{\text{max}} = 18$), and the average
number of required reshuffles is 10 (i.e. $ILP1_{\text{av}} = 10$). A similar analysis can be performed for ILP2, GR and GRASP. Table 3,
similar to Table 2, reports statistics (minimum, average and maximum values) of the quality of the solutions computed by
the different approaches. For the case of the ILP1 and ILP2 approaches, the table shows statistics of the primal/dual gaps
(measured as %) attained, when possible, by CPLEX within the time limit. The primal/dual gap corresponds to the relative
difference between the best primal bound (i.e. induced by an integer and feasible solution) and best dual bound (i.e. induced
by a linear relaxation solution) computed by the solver within the time limit. For the case of the GR approach and GRASP,
the table reports the average value of the relative difference (measured as %) of the number of reshuffles attained with
respect to the best known solution considering the four strategies. Finally, Table 4 reports, for different rack sizes, statistics
(minimum, average and maximum values) of the running times (in seconds), associated to each of the proposed algorithmic
approaches.

From the results reported in Tables 2, 3 and 4, it is possible to conclude that the ILP-based approaches (ILP1 and
ILP2), fail to be computationally effective even for rather small instances. For instances, for $B = 2$, $T = 3$ and $P = 6$ both
approaches are unable to compute solutions, with one hour, for any of the 10 problems associated to that rack size. On the
contrary, the GR-based approaches are capable of finding solutions for all instances within very short running times (as can
be seen from Table 4). More importantly, they are not only computationally efficient, but it is also capable of finding very
good solutions as reported in Tables 2 and 3. From these tables, one can conclude that, when a comparison is possible, the
solutions computed by the GR-based algorithms are not only equal than those found by the ILP approaches, but they can
be much better (e.g. when $B = 2$, $T = 3$ and $P = 4$), and they are found in much shorter computing times. When the two
heuristic approaches are compared, GRASP outperforms GR, obtaining smaller gaps in less running time.

One of the shortcomings of the analysis presented for RANDOM testbed, is that for many of these instances the optimal
solution is trivial, i.e. no reshuffle is needed. Such shortcoming is tackled by introducing another set of synthetic instances,
and the corresponding results are reported next.

Results on FIFO instances In these type of instance, the storage demand is equal to the Random instances blackand
retention follows a FIFO policy, i.e. the $j$'th pallet stored is the $j$th pallet retrieved. The instances were generated considering
$B \in \{1, 2, 3, 4, 5\}$, $T \in \{2, 3, 4\}$ and $P \in \{2, 4, 6\}$. Therefore, there is a total of 45 rack sizes, and for each for them, $I = BTP$
pallets are generated. In this way, 100% of the rack capacity is used and then emptied completely, which represents the
worst case and, therefore, it is the hardest instance to solve.

Table 5 reports summarised results for FIFO instances. The columns associated to model ILP1 (resp. ILP2), report the
attained primal/dual gap (column GAP (%)), and the CPU time (column CPU(s)). The columns corresponding to the
heuristics, report the gap (min, av and max) respect to the best known solution, and the computing time (column CPU(s)).

Looking at the table, one can conclude that, as well as for RANDOM instances, the ILP2 approach allows to find
solutions for a larger set of instances when compared to ILP1. However, in both cases, most of instances cannot be solved
within the time limit. Likewise, and following the pattern presented for the RANDOM instance set, the GR algorithm is able
to provide quite good solutions in rather short computing times, with the exception of 5 our of 45 cases in which the GR
approach requires more than 200 seconds for finding the corresponding solution. Lastly, in this class of instances GRASP is
also able to improve the performance of the GR algorithm. To assess, from a statistical point of view, the difference between
Table 2. Objective value (reshuffles) for ILP1, ILP2, GR and GRASP in RANDOM instances. (* means that CPLEX did not reach a primal bound or it presented a memory problem).

<table>
<thead>
<tr>
<th>Rack Size</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>T</td>
<td>P</td>
<td>min</td>
<td>av</td>
<td>max</td>
<td>min</td>
<td>av</td>
<td>max</td>
<td>min</td>
<td>av</td>
<td>max</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>1.90</td>
<td>4</td>
<td>1.90</td>
<td>4</td>
<td>0</td>
<td>1.90</td>
<td>4</td>
<td>0</td>
<td>1.90</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>3.30</td>
<td>5</td>
<td>3.10</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>6.20</td>
<td>22</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>1.10</td>
<td>3</td>
<td>1.10</td>
<td>3</td>
<td>0</td>
<td>1.10</td>
<td>3</td>
<td>0</td>
<td>1.10</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>5.50</td>
<td>16</td>
<td>35.30</td>
<td>106</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>3.85</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>4</td>
<td>0.60</td>
<td>4</td>
<td>0</td>
<td>0.60</td>
<td>4</td>
<td>0</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>6.20</td>
<td>22</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>3.50</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>2.40</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>6.20</td>
<td>22</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>6.20</td>
<td>22</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td>0</td>
<td>3.80</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

From the results attained when solving both, RANDOM and FIFO instances, it seems clear that longer dwell times result in much harder instances. This phenomenon can be explained by the fact that, the longer a unit load must remain in the rack, the more likely it is that it will require additional reshuffles. On the contrary, the instances with lower dwell times can be solved at the root node, when solved by the ILP1 and/or the ILP2 approaches.

In Figure 3, a summary of the solutions attained by the different algorithmic approaches on the considered instances is shown. Each plot shows the value of the objective function (‘Reshuffles’, in the y-axis) attained by the corresponding
Table 3. Gaps (%) attained when solving ILP1, ILP2, GR and GRASP in RANDOM instances (* means that CPLEX did not find a primal bound or presented a memory problem.

<table>
<thead>
<tr>
<th>Rack Size</th>
<th>ILP1</th>
<th>ILP2</th>
<th>Greedy Randomised</th>
<th>Reactive GRASP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>T</td>
<td>P</td>
<td>min</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

strategy for different settings of the generated instances. Instances (both FIFO and RANDOM) are characterised by the ‘number of rows’ (x-axis), the number of tiers (indicated by ‘T’), and the rack depth (indicated by ‘P’).

From Figure 3 one can recognise that for the case of FIFO instances, the number of reshuffles increases when increasing the number of rows, the number of tiers and the depth of the rack. This turns out to be particularly clear when looking at the different curves associated to the GR approach or GRASP. On the contrary, for the RANDOM instances, since dwell times do not follow a clear pattern, there is no straightforward relation among the number the reshuffles and the dimensional characteristics of the racks; this is also clear when looking at the resulting curves associated to the GR-based methods.

Complementary, Figure 3 also shows how ILP1 and ILP2 approaches fail in providing feasible solutions, within the time limit, for several cases in both classes of instances. However, this situation is much more critical for the case of RANDOM
instances. As can be seen, ILP1 is capable of finding solutions for instances with more than 1 row only for a couple of instances with two tiers. Likewise, ILP2 also performs poorly when increasing the size of the racks.

When looking at the results reported in Tables 4 and 5, one can observe that two instances (i.e. two racks), with the same size (i.e. same number of pallets that can be stored), can lead to different algorithmic performances (specially for the proposed randomised algorithm). For instance, a rack of 24 pallets might be comprised by a structure of 1 row ($|B| = 1$), 4 tiers ($|T| = 4$) and a depth of 6 pallets ($|P| = 6$); however, the same number of pallets might be stored in a rack given by $|B| = 3$, $|T| = 2$, and $|P| = 4$; as can be seen in Table 5, while the first instance can be solved in 20.87 seconds, the second instances can be solved in 12.55 seconds. Therefore, although two configurations can be equivalent from the size point of view, if their structure is different, then the storage operations will be different as well. As consequence, different rack configurations will necessary yield different sets of feasible solutions, whose exploration will, therefore, require different computational efforts.
Table 5. Results of computational experiments in FIFO instances (* means that CPLEX did not find a primal bound or presented a memory problem.

<table>
<thead>
<tr>
<th>Rack Size</th>
<th>ILP1</th>
<th>ILP2</th>
<th>Greedy Randomised</th>
<th>GRASP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>T</td>
<td>P</td>
<td>GAP(%)</td>
</tr>
<tr>
<td>1 2 2 0.00 0.02 0.00 0.52 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00</td>
<td>0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 0.00 0.42 0.00 1.81 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 0.00 8.24 0.00 169 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 2 0.00 0.19 0.00 0.31 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 0.00 205 0.00 2113 10.00 10.00 10.00 0.09 10.00 10.00 10.00 0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 56.90 TL 98.31 TL 4.76 8.33 9.52 10.21 0.00 1.59 4.76 6.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 2 0.00 3.44 0.00 2.30 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 0.00 205 0.00 2113 10.00 10.00 10.00 0.09 10.00 10.00 10.00 0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 56.90 TL 98.31 TL 4.76 8.33 9.52 10.21 0.00 1.59 4.76 6.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 2 0.00 0.19 0.00 0.31 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 0.00 205 0.00 2113 10.00 10.00 10.00 0.09 10.00 10.00 10.00 0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 56.90 TL 98.31 TL 4.76 8.33 9.52 10.21 0.00 1.59 4.76 6.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Case study

In this section, an application of the modelling and algorithmic framework proposed in the previous sections is reported. The application contexts correspond to Frunar Ltda., a storage and distribution company, located in Chile’s central region. The storage capacity of the company is comprised by 14 freezer chambers, which are able to store, in total, 6000 pallets at $-18^\circ$C. The company currently employs a so-called ‘ABC’ classification policy. This policy classifies products into three groups: A, B and C. It is preferable to devote the front layers of the rack to products of Category A, because of their rapid turnover; while, in the other extreme, the turnover of products of Category C is slower, so they are stored deeper into the rack.

The cold store chamber selected for the case study is 10 metres high, 18 metres long, 12 metres wide, and equipped with drive-in type compact storage shelves (see Figure 4). On one side of the aisle, the storage capacity is given by 12 rows, with
four load tiers and six depth locations, while on the other side of the aisle has 12 rows, with four load tiers and two depth locations. Thus the store chamber has storage capacity for 384 pallets.

In real-life settings, such as the one of the considered company, decision-makers typically do not have total certainty, even in short periods such as weeks, regarding the future workflow towards and from the storage chambers, i.e. the volume of trucks’ loading/unloading. In order to deal with such dynamics, decision-makers typically incorporate so-called rolling-horizon strategies (Bredström, Flisberg, and Rönqvist 2013; Sahin, Narayanan, and Robinson 2013), which allow to dynamically update decisions as true data reveals over time. A rolling-horizon scheme is usually applied as depicted in Figure 5, and functions according to an iterative scheme as the one presented in Algorithm 5, which can be characterised as follows. A decision-making tool (e.g. one based on the proposed GR algorithm) is used to design the decisions that are to be taken for a horizon of, say, $p$ days (see line 1). Nonetheless, it is assumed that such decisions must be updated after, say, $f$ days ($f < p$), since it is likely the already designed decision does not perform correctly with the new available data (see line 2). Such period of $f$ days is regarded as **frozen interval**, while the remaining $p - f$ days are regarded as **anticipation interval**. At the end of the $f$th day (denoted as $f'$), the input data is updated (see lines 5 and 6), and the decision tool is ran again for a horizon of $p$ days (cycle within lines 4–12), assuming that after $f$ days the process shall be repeated (see line 11), and the decisions must be rescheduled. Such scheme is iteratively applied along the whole planning horizon.
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Figure 5. Rolling-horizon scheme.

For the case of the problem studied in this paper, a rolling-horizon scheme will depend on iteratively solving instances of the DIPR problem. Thereafter, and at the light of the results reported in the previous section, it is clear that a real-size instance of the DIPR, as the one of Frunar Ltda., can be approached effectively only by the GRASP algorithm. All these elements are combined into the aforementioned Algorithm 5, which, as explained above, outlines the functioning of the rolling-horizon scheme for solving DIPR problem, with periodical updates of the input data, using the GRASP algorithm.

Algorithm 5 Rolling-horizon based-algorithm

1: \( p \leftarrow \) Initialise length of the planning horizon
2: \( f \leftarrow \) Initialise length of the frozen interval
3: \( f' \leftarrow \) Correspond to the \( f \)-th frozen interval (day) of planning
4: for \( f' = 1 \ldots p \) do
5: Update new available data
6: Update anticipation/forecasting for the next \( p - f' \) days
7: for Storage assignment and order-picking do
8: Run GRASP Algorithm
9: Update inventory
10: end for
11: \( p = p + f \)
12: end for

The data gathered from this real-world instance considers initial inventory, and the receipt and dispatch of pallets available during the period of 16 January 2017 to 21 January 2017. The chosen planning horizon \( p \) was established to be a working week because the information becomes increasingly imprecise as larger horizons are planned. The frozen interval \( f \) was set to one day. During this period, 153 pallets were stored, 110 pallets were dispatched, and the initial inventory on January 16 was 216 pallets.

The rolling-horizon algorithm returns a total of 15 reshuffles, which in comparison to the 36 reshuffles undertaken by the company is a 58% decrease. However, there is a large number of pallets that are not retrieved during this planning horizon, so the number of reshuffles should naturally increase over longer trial periods.

The significant improvement is explained because the data comes from a cold storage chamber, which is used to store a large variety of fruits belonging to different customers. In these situations, the company uses dedicated storage, storing only one type of product in a row, while the algorithm assigns locations based on the shared storage policy. Please note that the company’s decision to use dedicated storage does not restrict the problem as it is entirely permissible to store different varieties of fruit in the same row. However, different foodstuffs, such as fruits and meats, should not be stored in the same cold store due to the risk of cross-contamination. The results obtained contribute not only to minimising total retrieval time but also to improving space utilisation.

6. Conclusions and future work

Compact storage systems have become increasingly popular in distribution centres. They require little space, provide flexibility in managing demand, and contribute to minimising direct variable costs.

In spite of their ever increasing use, manually operated compact systems have barely been studied. One important problem that has been identified in this type of systems is the high number of reshuffles stemming from the order retrieval
process due to the inefficient allocation of storage locations, which increases the complexity of the process and creates bottlenecks that increase total retrieval time. In practice, dedicated storage policies are used to avoid these reshuffles. This results in poor space utilisation due to partially filled storage rows and unprofitable warehouses.

In this study, a framework for optimising compact drive-in storage systems, that use a duration-of-stay based shared storage policy, has been proposed. The objective is to minimise the total number of reshuffles across the planning horizon, which implies improved space utilisation and a reduction of direct variable costs. Such goal is attained by proposing optimisation models and test them in synthetic instances using different arrival and departure unit load distributions (including worst cases). However, the results show that it is very difficult to achieve an optimal solution to the problem posed using a traditional optimisation approach due to the high computational complexity. Therefore, its application is only recommended for small instances and to assess the quality of heuristic solutions.

In order to deal with such shortcomings, a GRASP metaheuristic to find good solutions in reasonable computation time is proposed. The algorithm was tested using a rolling-horizon planning strategy in a frozen food distribution centre located in the Maule Region of Chile. Results obtained in a limited case study show that the number of reshuffles decreases by more than 50% over a one-week planning horizon. The improvement can be explained by the fact that the algorithm assigns locations based on a shared storage policy whereas the company uses a dedicated storage policy.

Future research could focus on three important issues. The first issue concerns studying how alternative algorithmic strategies could complement and, eventually, contrast with respect to the presented results. In this sense, exact approaches such as decomposition and cutting plane algorithms, or metaheuristic approaches such as genetic algorithms or tabu search (both relying on more advanced randomised schemes), could help to overcome the computational difficulties induced by larger instances. The second is to investigate how uncertain unit load demand patterns could be incorporated as part of the modelling and algorithmic strategies (see, e.g. Ang, Lim, and Sim 2012), to enhance the practical use of the proposed tool. Finally, a third issue that it is worth studying is how to adapt our approach in order to recognise heterogeneous loads and heterogeneous racks as those of e-commerce which are characterised by a very large number of small sized orders and returns (see, e.g. the recently published article by Bahrami, Aghezzaf, and Limère (2019), where a new storage assignment strategy is proposed for this type of warehouse setting).
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